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SUMMARY
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1 INTRODUCTION

Intelligent Networks (IN's) are "service-independent" architectures [AIN90] that support services
associated with electronic communications, entertainment and information exchange. The term value
added is used to describe such services due to the great impact they have on human interaction within an

electronic environment. They belong, literally, to that class of functions that are added to a network
already displaying enormous communications functionality, and which are the most immediately

prceptible and of greatest utility to its human users. In other words, an Intelligent Network supports
those services that are most valued by human users of electronic communications systems. while
avoiding a structure that is in any way specific (i.e. tailored) to such services.

This key characteristic of IN technology is a result of having developed within a climate of rapid

technological. regulatory, and market changes; where:

These changes involve the increased use of network elements that are
controlled by or interface with software, a desire to share data and distribute
application processing among network elements, the need for standard
interfaces between network elements. and user demands for more
sophisticated telecommunications services and rapid delivery of services
[GAR93j.

As a consequence, Intelligent Networks are readily extensible/configurable in response to changing
human needs, technical innovation, new telecommutications regulations and emerging markets.

2 ENIERGING "INTELLIGENCE"

As luck would have it. our aim of better understanding IN technology is hampered at the outset by the
inappropnraeness of the term 'intelligent network" - something of a misnomer, the term owes more to

marketing psychology than to common sense. The history of IN technology has made no real claims to

"intelligence". in the 'xnse for example that artificial intelligence systems might be said to be intelligent
by virtue of learning algorithms, or expert systems by virtue of the encapsulation of human knowledge.
A typical framework within which the evolution of iN is anaiysed is that of 'FIS92]. where intelligence

is simply equated with sophistication and complexity. That recent IN developments include the use of
expert system technology [DUN91I. does little to change the basic characteristics of [N as a highly

complex information technology system. In other words, Intelligent Networks have always teen
complex. but only in recent times have they shown signs of any "intelligeMce" - and in any case. the

extent to which they are implemented ouvwnd machizn intelligence does little to Ii.aigthedi basaL

underlying concept of IN technology. Thenefore. while "inteigent network" serves as an industry

standard term. we need to keep sight of the technologiot that are embraced by the concept if we are to

avoid the marketing romLace to see IN for what it really is.

UNCLASSI;- ED
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An oft-cited example of recently implemented IN functionality is AT&Ts "800 Service". where "the

dialed number is not the network address of the terminating line. Rather. the dialed number is used as

an index into a database that contains the terminating line network address" [VER90]. Furthermore.

this system allows users (corporate customers in particular) to "specify a different geographic location

for the call to terminate at. depending on the location of the calling customer, time of day, or day of the

week" [VER9022]. The wider IN project however. 'rims to make services such as these readily available
to all users (domestic. corporate and military alike), with the promise also that they support affordable
and dynamic reconfiguration. For example, as a domestic customer. I might like to visit an aunt in

another state and to program (or have programmed for me) my telephone number such that calls from
my home state terminate at my home answering machineI while calls from my aunt's state terminate at
my aunt's place. Some of the services planned for the future will be familiar to present users of modem

PABX systems: for example: Calling Number Identification, Call Tracing. Call Charge Advice,

Selective Call Rejection, Direct Dial-in, Selective Call Forwarding, Call Waiting Signal, Closed User

Groups. Call Transfer and Private Numbering [DUN91.; while others herald a completely new mode of
telecommunications, such as: freephone, universal number. televoting and opinion polling, credit card

calling, virtual private network and personal telephony [VAC89]

3 IN BUILDING BLOCKS

Intelligent Network architectures are recognisable by certain key elements that are central to the IN
concept; specifically: Service Switching Point (SSP); Signal Transfer Point (STP): Service Control Point

(SUP); Service Manager (SM); Intelligent Peripheral (1P); and Vendor Feature Node (VFN). These
components can be thought of as the building blocks of Intelligent Networks - they are interconnected

(typically as shown in figure 1) to form the physical structure ur-on which the functional architecture is

built.

A basic feature of the IN concept is the separation of service control from traditional call proccssing
functions. This is achieved through the use of a small number of centralised database sstems (Lc.
SCP`s) that contain the logic of the network services and control the call processing of the telephone

exchanges (i.e. the SSP's) [POP921. Figure 2 shows bow the operation of an Intelligent Network is
based on an interaction between SSP and SCP elements (communicating via a signalling network

comprising STP elements), where the former initiates an inquiry and the latter rtsponds with a reply.
This client-seaver relationship has an SCP serving a distribution of SSP elements to pnride wupport for

calls that invoke IN functionality. And is in turn coatrolied and configured by an SM element.

3.1 Service Switching Point
Beginning with a crude definition of a Service Switching Point we have: "a jargon term for a
modem digital circuit-switching exchange upgraded for intelligent networking, and thus capable
of handling the standard CCS#7 signals" [FIS921 - which is to say that the Service Switching

i•ut e, gil IN %&ki aLut' rm to dawr '.ith an xinirmp mb$iw' aiio1mho hy pridmig nol4 ýtw vx ittrapc {fawAtt

io- '. tu-%o I flw i l'sw *c* .)~ h
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Point behaves 1;1e a local switching exchange 2 and serves as the user's acess point to the

Intelligent Network [POP92]. The switch analyses the user input to determine whether it is

capable of providing the service requested - if not fully capable, it forwards the request to the

Service Control Point (via the common-channel signalling network) to determine how the call

should be .iandled [VER90].

Another way of thinking of the Service Switching Point is as "software in a switching system

capable of recognizing a trigger condition for an IN service" [BEA89]. Here. triggers are events

that indicate that the call is an IN call. providing the Service Switching Point with the capability

to separate basic call control from that of IN-based service control [HUS91]. Typical triggers

include prefix digits or address digits to recognise calls for special handling by the Intelligent

Network [ROB91].

.2 ri o ro Suoi

9wft ~Og TchSNg

Th PON PN PoePot

v~he a Srvic Sw:tchig P intrvnsit •ossayt xutspotfo h ew•

End
OR t C~wo
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. vove apn4id fhn K, rtimo fed). iSD.V Atems ar4 dAte, re dit hhww e h .

Fi~tnre 1. Key Intelligentl Network elements

3.2 Service Control Point

The unpotnce at" the Service COrltrol Point in the Intelligent Network 1'% apparent In

descriptions of it as "the main. cr~gin [ROB91J or Athe heart" (P0P921 o( the network, as

beornes clear when we begiato look clos at its operation.

When a Service Switching Point finds it necessary to request support from the network, the

response involve-s an interrogation of information stored in databases dictating bow the %wltch is.

to proceed. Such a daubab is proided by the Service Control Point essientially an "on-line".
"transtctioo-prvcessing" database, with a real-time system rt-ponse time remouirement of levs than

An'- P SPmy he pal ol.ntmw an end olTav i an oxm umm oml•wtOngi 1. iriawnmd. nmmritch iudw a, ikw,
slic wmute, p aomuW*netrwumt hurmiumwu io a w&1e-v*,k~nn8 rymm. so.* a te ,xmthmaw*m a( %Ns- , %iI. ami¶ micnmientwn
gi.wty Pjwm~u fto a swni) i~dwape IKVM1Y.
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half a second [ROB911. The Service Control Point serves the function of responding to a query
from the switch by executing service logic that has been customised for a specific subscriber or
application, and subsequently sending instructions to the switch on how to continue cafl.
processing [HUS91]. [1FS92]. The process aims to establish outcomes such as circuit-switched
connections from the user to: another user local to the switch. "an interexchange carrier", or to "a
service vendor system" (i.e. an Intelligent Peripheral) [VER9O1.

The role of the Service Control Point is such that its contribution to the Intelligent Network
comprises the simplification of: service implementation, network administration, feature changes
and updates of service provider records [POP92]. Towards these ends. Service Control Point's a"re
designed to accommodate' ,ddition of: processing power. memory, or new software without
causing any disruptions to. service [ROB91]. In fact, the Service Control Point potentially
coincides with a highly sensitive single point of failure wbich encourages the incorporation 4f
fault-tolerance in its internal design [ROB91]. Likewise, Service; Control Point's are typically
deployed in a "mated-pair" configuration, with each node containing identical user records
[tIUS91].

for &' It 
1 ~

4 1ti•t.AhNC qtwcrý, (, t opis o

\i~1.1h11 i F 1STP:J

qkl* 1 41 SI ' 6 f%)'' to 1

I \ dihaL' Ii .• t1m rw',,t Sr

Fig.ure 2. Operation ol the lnlcliigeun Network

3.3 Signal Tran.'er Point
Signal T,v'sfer Point's are packet switching nodes on the common chan"I tignplling network
tviz CCS No. 7). These nodes 'know where to look f(r information". and %o act as routers
be,,'een SCP databases and SSP switches [FIS92]. Signal rransfer Point's are very high-capacity
switches. as they are required to terminate a large number of signalling links. perform a great

deal of protocol processing, and route a high volume of mes•ages through their links [ROB91 1.
As with the Service ','mtrol Point. the ptential for the Signal Transfer Point to become a
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disastrous single point of failure is grounds for requiring these packet switches to be very reliable.

Typically, they are deployed in "geographically separated pairs", so that in the event of a disaster

total traffic volume can be handled by the second site [ROB9 I].

3.4 Service Manager
The human interface for operating personnel and users to specify services is provided by the

Service Manager. This serves as the central network interface fir both the service provider and

the service subscriber [tiUS91]: supporting the interactive processing and updating of user
records by operations personnl and offering the user with an interface to the centralised

databases in the Intelligent Network [ROB91]. The interface follows a paradigm according to
which basic service capabilities are linked to define specialised user services - providing also the

mechanism for constructing the databases that control the real-time connection functions of the

service [VER90].

The Service Manager interacts closely with the Service Control Point to implement and control

service provisioning by maintaining the network database [FIS9"2]. [BFA89I. It fulfils this role
via management software and information databases that load, administer and maintain call

processing information at the Service Control Point [HS921. In other words, features of the

Service Manager include: supervision. remote operations and maintenance of Service ('ontrol

Points, and co-ordinated software downloading [POP92].

3.3 Intelligent Peripheral

[he Intelligent Peripheral provides service assistance for appropriate IN calls. It executes this

role by otfering teecommunications capabilties, such as announcements and D)ual lone

Multifrequency tlY[MF) digit collective [VER90]. and perhaps also advanced functions- uch ws

voice rtjognition or language translation (BEA89I. or the facility to prompt the calfler to further

direct the roxting of the call by asking for additional information (IR.S91 I.

An Intelligent Peripheral is connected to a Service Switching Point and opcrate, under its

control, or alternauvely under the control ti a Service (,'otrol Point. The econoric advantage 4f

this network element is that it allows several uscr- to share peripheral ,er,'ices without has ing to
implement these in all Servicc Switching Point's [PK)l21

3.6 Vendor Feature Node
Where services are distributed which are not integrated in the Intelligent Network. a ,\cilal
network element is required. known vamouly as a Vendor Feature Node IVF.R01. or an Adjunut

(AlN•0I. The Vendor Feature Node is interconwacted with a Service Switching Point and is

accessed by the user through the switch. The Vendor Feature Node need only be de,,ignd to have
the capacity and characteristics required for a particular service. and not all the other ,ervices

that the Service Switching Point software and hardware provide (VER9OI
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4 BELLCORE'S ADVANCED INTELLIGENT NETWORK

Bellcore's Advanced Intelligent Network (ALN) can be seen as the next phase of development after IN/I.

which introduced the concept of centralised databases and offered the means of introducing new services

in a ubiquitous fashion avd with operational uniformity. With AIN. rapid and customised development
is now possible by virtue of the concept of "functional blocks" which allows nonprogrammers to easily

create new services by writing a script knowD as a Service Logic Program (SLP) [POP921. [ROB91].

The AIN system is of great importance to us in our aim to better understand the IN concept in general.

and IN architectures in particular, simply because of the huge impact Bellcore has had in the
development of this technology. To date, mach of the technical literature on IN has borrowed heavily

from Bellcore's architectures (which include IN/I. IN/'2. IN/l+, and finally AIN), or at the very least, has

adopted the language coined by Bellcore. The impact of Bellcore has not only been technical but also

economic due to the backing of telecommunications giants such as AT&T and the Bell companies (i.e.

the Bellcore Client Companies). In this way, market forces ensure that the latest IN architecture from

Bellcore serves as a defacto standard 3.

A presentation of the main concepts of AIN, as summarised from [AIN90]. appears as an appendix.

5 STANDARDISATION

Responsibility for the standardisation of IN has been accepted by CCITT (SG XI) since 1991. In

particular, the CCITT Q. 1200 series of recommendations discuss the Intelligent Network in terms of a
Capahility Set continuum, of whiLh Capability Set I (CSI) marks the state of work to date. The

intention is for CSI to define "the scope and content of INs for the near term without curtailing

subsequent growth": providing the telecommunications industry with a usable set of recommendations

that will enable the "low-risk introduction" of a wide range of advanced services. along with the

capability for rapid service delivery and customisation [DUR92J. A list of the relevant recommendatioas

is given in table 1.

5.1 Objectives
The rbjectives which LN techuology must satisfy are defined by CCITT in response to ' emands

made by the operating companies for increased responsiveness to customer needs", and comprise

[DUtR92]:

"increase service velocity" - i.e. enable the rapid introduction of new senrices in

response to market forces

_ encourage a broader range of services (e.g. information services. bro.dband and

multimedia bearer capabilities)

3 Industry suppfI hNut in fact hnadenedoi lW ith the advent of fht IuJi-vVcidor Intcrwihon I-tcwun(I %'Inlhit A ill pRI&i€ the
tmo-operafive development enviromnenit for. IN.
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* support multivendor competition and consistent integration across several vendors'

equipment

* support the evolution from existing networks with the capability of interworking

between deployed technology and existing networks

Table 1. CCITT Q.1200 series recommendations

code Idescription

Q. 1201 principles of intelligent netwcrk architecture
Q. 1202 intelligent network service plane architecture
Q. 1203 intelligent network global functional plane architecture
Q. 1204 network distributed functional plane architecture
Q. 1205 intelligent network physica' plane architecture
Q 1208 general aspects of the intelligent network applicatiL diotocol
Q. 1211 introduction to intelligent network Capability Set I
Q 1213 global functional plane for intelligent network Capability Set I
Q. 1214 distributed functional plane for intelligent network Capability Set I
Q 1215 physical plane for inteliigent network Capability Set I
Q. 1218 interface recommendations for intelligent network Capability Set I
Q. 1290 vocabulary -f terms used in the definition of intelligent networks

',Aurmx Mike [tMi, IneroperaibitVy Issuer in Connection with .he Use of High Speed NetVworks,
unpul,[,Wwd, tI)cfntx Scienix and lcxhnology Organi.taio,. 1QW3.

5.2 Characteristics

An IN architecture is specified by CCITT with the aim of realising the objectives listed above -

the characteristics of which comprise Mo R921:

* extensive use of ifotmation processing techniques and network resources

* integration of service creation and implementation by means of reusable standard

network functions

0 flexible allocation of modularised and reusable network functions among physical

elements

* standardised communications between network functions via service-independent

interfacgs

service provide a-ss to :be process of composition of erivices through the

combination of nctwork functions

* service subscriber control of subscriber-specific service attributes in terms of definition

and deployment

* standirdised management of service logic
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5.3 Service Types

IN services are categorised by CCfIT according to two types; viz. Type A and Type B [DUR92].
Type A is addressed by CSI and has the advantage that it comprises services of "proven value"

which are based on "well-understood control relationships between network components".

Typica-ly. these services can only be invoked during call set-up or tear down. They have the

distinction of being: single-user, single-ended, single-point-of-control. and of single-bearer
capability. In other words, they do not support: end-to-end messaging or control (i.e. they do not

apply to the active phase of the call), interaction between several SLFs. or multi-media. Type B

services by con, ast can be invoked at any point during a call. and also on behalf of. or with direct

impact on. one or more users.

5.4 A Conceptual Model

CCHTT's draft recommendation Q. 1201 defines a model of IN known as the IN Conceptual
Model. As shown in figure 3. the model involves four levels of abstraction of the IN concept,

referred to as planes:

0 the Service Plane - an exclusively service-oriented view

0 the Global Functional Plane - a view of the different functionalities of the network

considered as a single entity

* the Distributed Functional Plane - a view of the distributed functions

0 the Physical Plane - a view of the physical network elements

Detailed overviews of the four-plane structure is presented in [WYA9 1]. [GAR93] and [APP93J
The Service Plane sits at the most abstract level, being uitally independent of the network

implementsuon - i.e. it defines the IN services available to users and their features, yet hides the

way in which the service is implemented, and is therefore of primary interest to service users and
providers. CCIIT recommends that service characteristics be classified and service capabilities

identified by denomposing services into Service Independent Building Blocks (SIB's). where
"These reusable service independent blocks (such as translation. user interaction or charging) will
form the basis for input to global functional plane modelling and distributed functional plane

modelling" [CC193as. Possible services include: Freephone. Call Forwarding. Virtual Private
Networks (VPN). and Uaiversal Personal Telecommunications (UMT). The model for this
functional decomposition is the recognition of services as comprising one or more Service

Features (SF). where an SF is the smallest part of a service that can be perceived by the user",
and where "These SFs can also be used as building blocks in the specification and design of new,.
more complex services". Furthermore. SFs comprise one or more SIB.

LICASIE
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.. . . .. . SERVICE PLANE

1 •S Service Independent Building Block
FEA. Feature Entity Action eSrvie Feaurr2 Service Feaiure3
SCF: Service Control Function
SRF Sperial Resources Ftinction Vimeiflay-Routing Sar,'ice Feature4i
5CR Service Control Point
ýP Intelligent Peripheral

GLOBAL FUNCTIONAL PLANE

"/' Translation S 1

DISTRIPUTD FUNCTIONAL PLANE

,U EA.
2 noI,~
Ej U2 I'• nfo•P- Flnw,-• :,2 "

SCFT

PHYSICAL PLANE

\PPLIC'AlloN

SCP P

.otirvv: Rowk M. D~uran and John Vi.wsr, "Inlt'national Standards for" Intlclligent Networ€ks", IEEE
Commujcattons Maga:ine. - ol. 31 no. 2. IFbruwy 19Q2, pp. .4-42.

Figure 3. CCITT IN conceptual model

The Global Functional Plane is of primary interest to service designers and is defined by SIB's

and the call-processing model (as encapsulated in a special SIB called the Basic Call Process,

BCP). Here, service-specific logic combines SIB's to create new services unique to a particular

user or network operator. The idea is thai the Global Functional Plane maps SFs onto one or

more SIB's. such that service and SF specific functions are "redefined in terms of the broad

network functions required to support them" [CCI93b]. Similarly, each SIB is mapped onto one

or more Functional Entity (FE) in the Distributed Functional Plane. The service independent
characteristic of an SIB is manifest in the fpct that it has no "knowledge of subsequent SI~s".

However. thene exists cne entity in this plane that does bavie service-spc•;ific dependence and that

is the Global Service Logic (GSL) which controls the way SIB's ae interconnected (as patterns of

chain'i" and "branches") to form SFs. As shown i' figure 4. the GSI. is also responsible for

contrtilling the interaction berween the BCP and the SIB chains via two interfaces known as the
Point of Ilnitiation (POD and the Point of Return TPOR)Y In this way. a Service Feature is defined
by a "pattern" o4 standrd SIB's: such as from the fourte SIB's defined for CSI: algorithm.

charge. compare. distribution, limit, log call information, queue. screen. service data
management, stawus notification. translate, user interaction, verify, and basic call process

[GAR93).

The Distributed Functional Plane. of primary interest to network designers. deals with FE's and

Functional .F-ntity Attions (FEA's). This viw c• the Intelligent Network has it categorised
according to logical functional entities (i.e. FE's) that have associated with them distinct actiols
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(i.e. FEAs). The network capabilities of a given SIB then. are performed by grouping FEAs

across one or more FE under the co-ordination of information flow.

Basc call process POR PORi

Pat at GSL

sour,: (UrlT Recojnmendatiom Q.1203 - Intelligent Network - Global Functiowal P1ane .A.rchiowtune. rUl.
I ()Q3.

Figure 4. Global functional plane model

The Physical Plane deals with the functions and communications protocols of Physical Entities
(PE's). where each PE consists of one or more FE. This plane.. therefore, is of primary interest to

network operators and equipment providers.

Based on this model, a framework of IN emerges which consists of two architectures: one
functional and the other physical- related to one another by the mappings of functional to
physical entities within the network. However. it is the functional architecture that distinguishes

IN because "it is at that level th3t the relationships between service logic and call processing can

be recognised" [DUR92].

5.5 A Functional Architecture
In line with the focus of IN capability set CSI on wrvice prooessing. the functional architecture

(refer to figure 5) encompasses: end-user access to call and service processing. service invocation
and control: and end-user interaction with service control [GAR93I. A Functional Entity called

the Call Control Agent Function (CCAF) provides an interface whereby a user may access the

call and service processing offered by a CSI Intelligent Network. The CCAF in turn interacts
with call control, so uhat through the combined action of the Call Control Function (CCF) and the

Service Switching Function (SSF), the user is able to request an IN service. Here. the current call

processing infrastructue of existing digital exchanges provides the appropriate functionality on
which to build; viz. call control's Basic Call State Model (BCSM) which supports the pro'essing
of basic two-party calls. Added to this is the SSF which dtects when IN logic is to be invoked:
and when this is the case. the SSF interacts wiih the Service Control Function (SCF) which in

turn process the appropriate IN logic. Furtherore. call control and service switching are

augmedna with speicialised resources associated with interactions between the end-user and the
Intelligent Network. sucb as pre-recxded announcements, DTMF. and other intelligent
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peripheral functions. Such resources are managed by a Functional Entity called the Specialized

Resources Function (SRF). The SCF may respond to the invocation of IN logic by requesting the
CCF and SSF to perform call and connection processing such as routing or charging. The SCF
may also request these service invocation functions to establish a connection between a user and
an SRF. Furthermore, in performing related service data processing, the SCF may also draw on

database services from the Service Data Function (SDF) such as data retrieval and updating.

As shown earlier, functional entities such as those we have been considering here are defined as
part of the Distributed Functional Plane. where the relationships between Functional Entities
define the information flows from one entity to another, Furthermore, these relationships
determine the grouping of Functional Entity Actions required to implement the network

capabilities of a given SIB.

-F - -- -
end-user interaction

spec!aliseI service service

resosce control datar

end-useroaccessg

oservice control

seiservice /
5 A sswstching

endeuser access i i I

i fonre a control i i i

S~service invocation )

Inteligen Perihera is ae oeyo an SF IGA9I hsi n s~ ftempig

Figure5.i functional unctn arhitecure

5.6 A Physical Architecture

We have see also that the Physical Plane relates to the Distributed Functional Plane by
implementing Physical Entities around one or more Functional Entities. In the CSI physical

architecture for example. a Service Control Point is built around an SCF and an SDF. while an
Intelligent Peripheral is based !,olely on in SRF [GAR93]. This is one aspect of dhe mapping of

distributed functional plane to physical plane elements. Another issue is the way that information

flows between Functional Entities impact ov the specification of the signalling messages between

Physical Entities. The need for a physical mechanism with which to carry functional entity
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information is realised in the form of an application layer protocol. 4 known in CS I as the IN
Application Protocol (INAP). Specifically. INAP supports the mapping of the entities SSF. SCF.

SDF, and SRF to Physical Entities. This protocol is in turn supported by "lower layer" protocols

such as the Common Channel Signalling system SS7, or the Basic Rate and Primary Rate

Interface (BRI, PRI) used in the Integrated Services Digital Network (ISDN).

The physical architecture defines, therefore, the process whereby functional entities and the

information flow interdependencies between them map into physical entities and protocol

interfaces.

5.7 Limitations

The current CCMTT specification for IN has certain limitations:

The RN CS-I architecture and interfaces art a bubet of the target IN
architectures and interfaces, and therefore do not address all possible
IN goals and objectives. In particular. IN CS-I focuses on service
processing requirements in support of the target IN CS- 1 services. It
does not address requirements for service creation, service
management. and network management. It is expected that these
latter requirements will be addressed by nonstandard solutions for IN
CS-I. as driven by market forces. Fuoure capability sets may address
standard solutions in these areas [GAR93].

Furthermore. with CSI restricted in scope to the SSP/SCP interface, the standards are insufficient

on their own for the implementation of a complete network [HIL931. Along with the ambiguity
of the CS I standards, this makes for a situation where incompatibilities between different vendors

may arise. In recognition of this problem, the European Telecommunications Standard Institute
(ETSD is working towards a European standard. kuown as Core Intelligent Network Application

Protocol (i.e. Core INAP). that is in effect an unambiguous subset of CSI.

6 TINA

As we have seen. the two main architectural specifications serving as flagships for the development of
IN technology am the Advanced Intelligent Network from Bellcore and Capability Set I from (;CIIT.
The two architecturms me closely aligned5 And are clearly pursuing a common architectural objective
[GAR93]. T1e most significant differences are that AIN addresses service management and network
management. 6 whereas CSI addresses service processing. Thais raises the topical issue ot the

4 In ft Open Svyeont lnterconnction (051) Refertnce Modal for ctmipuk netu t, r aIkliatution layer in the hi&•.tA (in c m
abkiu i tu a "stauk" of seven prlocc', layers.

5 Specifklaly, it a tht rne-wem releases of AIN Mean I kn n AIN 0. i (for 1993- iQ94) and %N 0 2 (for i x)5. -i It) wh

am dcosely alia with CS I.
6 With raepe to aervix manamgemnt, r. dus onmpm the L.mul of data distn.am and oonhumewy ax.'ording to .ram Of Set%.im

(AOS). sich that moninon wvim and utom,.iption dit a "afnLurld" ormnd AtOS mps; and wi*h wespea to t'vtu managmnt,
AMN is lawely an rxlimuion of eftimnit SS7 managenmnt pomkum. Yet, *.hit AN prently ptam,, a atd• ,na loadnl on

oasojutwipan Itt.he wvu' ifnsie cvinxwwta oh ft heam d iA reqwiret, for wNim-specfiuc iond management
prourdwae IRI S931



UNCLASSIFIED ERL-0825-RE

overlapping boundary between IN architectures and Telecommunications Management Network (TMN)
architectures. The pressing need for an integration of these architectures [APP93] is being addressed by
a recently created organisation known as the TINA Consortium (TINA-C) which is defining an
architecture referred to as the Telecommunications Information Networking Architecture (TINA)

[BAR931.

CCrITs Broadband Integrated Services Digital Network (B-ISDN) conceives an interplay of three
'planes', known as the User Plane. Control Plane, and Management Plane. From this point of view. the

boundary between IN and TMN corresponds to the uoundary betweea the two latter planes.

Accordingly, management functions appear in both planes:

The control plane relates to the establishment of calls and connections and
the resources needed in the node to handle these. This plane deals with the
network signalling system(s) used (e.g. SS7, Q93x) and interfaces to the
higher level IN services. In alignment with the IN architecture, some of
these fýnctions could be part of the IN Distributed Service Logic. The
Management plane handles the operational and administraiive management
side of the node. Primarily, it deals with statistics, status, configuration and
fault reporting (alarms). The management plane logically interfaces as a
Network Element to the higher order TMN management functions and the
network services functions [LL093J.

In other words, whereas the Control Plane, and the intelligent network that interfaces to it. focuses on
".service management" [APP93], the Management Plane, and the telecommunications management

network that interfaces to it, focuses on what we traditionally think of as telecommunications

management; viz. operations and administration.

The imperstive for the architectures of iN and TMN to integrate comes from the need to support the
interoperrbiiity of applications from both architectures.7 Consequently. it is not possible to support two

Lidependent architectures, and similarly, the interconnection of IN and TMN as divergent architectures

wo,,,Id be very difficult [APP93], With the backing of Odllcore in the United States, BT in the United

Kingdom. and NTT in Japan. the TINA Consortium has taken upon itself the responsibility for the

integration of the two architectures. Furthermore, given the support for TINA from the IN group of

ETSI. and the fact that the "ETSI text has been adopted as a starting point for the coming study period

of CCTtr (1992,1996)" (APP93). we can expect future CCtIT recommendations for IN and TMN to be

closely aligned.

7 GLOBAL INTELLIGENT NETWORK ARCHITECTURES

[KET92] divides the world's various national carriers into thu broad categories according to IN

capability: (a) full IN capability (along the lines of AIN); (b) partial IN with SSP functionality and/or

.'wiched-based.wrvice logic but not SCP functionality; and (c) non IN. i.e. Plain Old Telephone Service

By way 11I mnple. IAP1I"31 rfeu to the IN latic-Inm "lW Fmconu. wtm betIins m'1andl to ai.mmin•ta aWlicsaltou in
TIMN.
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(POTS). The, term "swi'tted-ba.ed seirvice logic" refers to iN service logic (includwg basic nunaber

tianslation but excluding advanced routing features) tlat is resident in a switcb as ,pposed to a Switch

Control Point. Such au implementation implies the existence of multiple databases as op-posed to the

centrplised database configuiration that exists wib the presence of an SC?1 eement. Tlherefore. while

ofiering partia! IN capabififies, such a network pays the penalty of having to provide relatively high

computational resources in its switches, a, well as having to deal with the administration and data

coherency of multiple databases. However. as [KET92] points out. the partial IN configuration caters

for a transition to a fall IN architecture with the inclusion of an SCP in place of switched-based service

logic.

In the meantime. fill IN services may be made available to subscribers to partial IN or non-IN networks

by connecting national carriers such as these to a Regional IN Node. In this scenario, the Regional IN

Node of one country's carrier provides advanced services to its multinational corporate customers located

in a region spanning several countries or even an entire continent. Another arrangement described by

[KET92] is the internetworking of IN networks from different carriers - accomplished by facilitating

direct communications between carriers (i.e. SCP to SCP communications) for the purpose of sharing

one another's IN features. This has its main applicability with IN services such as Global Virtual

Network Service (GVNS) and International Credit Card Validation (ICCV).8 The introduction of global

LN services such as these are justified on the grounds that they "control costs and. at the same time.

enhance network management control (e.g.. efficiency of operation) and feature functionality" [SYK921.

and as a consequence. it is essential that efficient use be made of international transmission facilities.

8 THE MILITARY ENVIRONMENT

The military user will be aware 4 a profound significance in technological capabilities such as those

described in the previous ,,ectioms. The emergence of global intelligent networks in the commercial

world opens the possibility of a sophisticated intercanoectivity ca value added networks managed by

various national military organisations. Furthermore, it is now technically feasible fir advanced

countries with large military resources to establish their own regioual IN nodes in order to provide an IN

capability for their allies. But just as startling a scenario is the ability of a natonal miiiary organisation

to establish an IN capability by subscribing to IN smvic-s provided by a private or public

telecommunications carrier. In such a case there is the added choice open to the military as to the

design. ,aintenance and control of value added applications. The nature of IN t,,hnology is such that

client-operator relationships can accommodate a variety of configurations around service creation and

provisioning. Hypothetically. the military might elect to employ an IN opertor wo install and manage

on its behalf a Command. Control. Communications and Information (C3D system which it has

designed or commissioned - reserving for itself the capability to dynamically control the appliaation.

Alternatively. intelligent networks would allow the military to introduce and manage sophisticated

applications in a highly extensible and configurable manner that would also be cost effective.

lw uhe valdoion of ielephlon f.Tndai •'ags iu•d bh umuWheP %lAuny's vtwr
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8.1 A National Defence Force Perspective
In contemplating the adoption of IN technology into its operations the Australian Defence Force
(ADF) faces a difficult decision. install ADF-owned "standard" IN firmware in parallel with
systems now appearing in the commercial world and public telecommunications carriers; or
subscribe to IN services offered by existing IN operators. There is of course a wide middle

ground. With the rapid development of IN standards and the emergence of "standard" IN
network elements the possibility exists of selectively interconnecting with the IN systems of
domestic private and public organisations. as well as those of allied military organisations. In
any case, as Rear Admiral K A Doolan points out, the adherence to standards (for strategic
communications at least) has a more fundamental importance:

In the past Defence has invested heavily in developing unique
capability solutions and fostering military standards for most
communications capabilities. We recognise that globally, civil
industry is now setting the pace in communications standards.
Therefore Defence is committed to the adoption of emerging national
and international standards for communications wherever possible.
Defence will also continue a commitment to open systems
architecture wherever possible [DOL93].

Implicit in this statement is the catch-cry of the times: "technology for affordability", and the
wide-spread recognition that open systems9 engender not only technical flexibility but also the
purchasing power associated with an ongoing choiceI( of vendors.

Also. subscription to ttuecommunications facilities on offer by the civil infrastructure has
problems of its own - this strategy being efficacious only in the event that such systems meet the
unique requirements of military communications, such as Multilevel Precedence and Pre-emption

(MLPP). IN provides a means of "militarising" the civil infrastructure in a fairly flexible and

cost-effective manner: military attributes would in effect be "adu,,d on". or "plugged in". to
existing comme, lal telecommunications systems. This would be the responsibility of the public

carrier and would be achieved by designing IN services around military attributes - for example.
MLPP might be offered as an IN service. II

To a large extent. IN is a young technology waiting to be put to good use, and it is quite possible

that the ADFs unique requirements as a user of telecommunications will see it look more to IN in
the future; especially as the cost of commuaicatioas beclmnes harder to sustain and pressures
mount to realise greater interoperability with systems in the civil infrastnucture and in other
counties. Of course, doctrinal and security implications may well outweigh the technical and
economic issues we have considered so far - a discussion of which is beyono the scope of this

paper.

9 Nyuerra imns it• ut rmamiowa1 non.pn-rwi-ay wxftical twdankL
10 hl pum to w'cwj v•do,. tMai is, thai ,avnimum ttm• s Udw Ubt of the omwunu.imik Vy'am. in ,xotram •,th the I•Xnj,, of

WASn -locked in"m to onpfli par 'cndor i the •utial puwiAmn dO,-aMI ho b* ma,.
As a mantr of Wat. Telim, nAstnima i i.indu,.inS nraea-h imbo thins we al ihe tum of wniin$
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8.2 An International Allied Perspective
With the relaxation of Cold War hostilities and the emergence of Third World powers as a

perceived political threat in the West, many military forces and defence industries are undergoing

dramatic changes to their organisations and activities [DO0931. The US. for example, is
displaying "a trend toward intertwining and balancing [of] commercial and government business"
[CUR93]. Consequently, the growing political and economic pressures in the developed world on

its military budgets is placing increasing value on the capability of integrated allied military

operations. as well as a greater focus on the problematic rationalisation of national resources for
military purposes. These dual processes translate into the technical issue of interoperability of

military communications with allied systems and the systems of domestic private and public
telecommunications operators. Not only are areas such as physical transmission and
communications protocols affected but also the areas closest to the end user, including the very
applications that the communications systems are designed to support. The significance of IN in

this context is that the technical means are provided for value added services to be created,
provided, and controlled in a manner that is independent of the configuration of the underlying
communications infrastructure - the technical means, that is, for interoperability of allied military

applications.

In response to the dual forces oi changing world markets and international political boundaries

the US is reconsidering its military role. Consequently, with a military budget that is fast
becoming unsustainable both economically and politically the US has responded by making its

military technological development more focused:

DOD has announced seven major technological thrusts: global
surveillance and comm, unications, precision strike. air superiority and
defense, sea control and undersea superiority; advanced land combat.
synthetic environments; and technology for affordability [CUR931.

The communications resrnonse to this policy is the architecture known as Global Grid [MAC93].
The underlying concept involved here is that of a global communications capability that has the
form of an international grid of interconnected communications networks. Poteutially, individual
networks (referred to as crYstal islands) will be of extremely high capacity. Furthermore, the
networks, though interconnocted and therefore necessarily interoperable, retain a high degree ci
autonomy. At a national level a given network may correspond to one of the IUS military

services, while at an international level a network may correspond :o the communications
resources committed by one of the US's allies. Naturally. the intended integration of "tn service"
communications is far greater than that envisaged between a~lied nrhworks; the liavt.r (it would
seem) intended for integration only in response to special circurstances. such as a UN "peam,-

keeping" action. The tactical motivation at play here .s the r'apabiliiy of prtsccutirig a "precisiol

strike" anywhere in the world and to have the addeol capab1iity of doirtg !io as a woinbi • d allied

operation,

There are also great advantages in Global Gric fc, allies r4 uw 'V!i such es Auswilia. ",he

potential to "tap in" to the huge cc:mmunications reo,•ccs c' the ZS milir-y by judiciously
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committing a subset of one's own military network (either permanently or on a needs basis12)

may have certain attractions for the ADF. As already mentioned. Global Grid is pretaised on

communications interoperability, where IN technology will support applications intc-roperability.

Perhaps the most important application that will be provided via an intelligeat network on a

Global Grid is C31. The technical possibility exists, therefore, for participants of Global Grid to
access in real-time the military sensors of other countries, while simultaneously controlling

access to one's own sensors according to the dictates of policy.

12 l1W MAik r i Rfatnd to the wrrtn w W d ,'clqxm-nt , de Lma f t lkck r %. w d t tmd or (kpOnr naian ti t o1• 0) tfto "' 1-6)
be iewdays",u,, is t IA t "tl5 u.KId under a n Wtmwsum of uwiskranjmg utth ti t*%.
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APPENDIX A

GENERAL SUMMARY OF AIN

A.1 General Definitions

A.I.1 Network Systems
Network Elements (NEs) primarily perform call processing functions.

Operations Systems (OS's) primarily perform operations functions.

A.1.2 Automated Services
Service management support is provided through the mapping of service views into
network views and vice versa. Thal is. a sub-criber's AIN service is mapped to all of
the NE's that provide the service. In this way. the details of the implementation of
services across the network syF'. -ms is hidden from both the subscriber and service
manager.

A.1.3 Data
AIN incorporates a common data u;.oael which is designed to allow applications to
share common data with( ;t replication. This guarantees data consistency; that is,
interfaces between O0 s and NE's have a consistent data view.

A.2 Architecture
Two views of the AIN architecture are: a functional view and a physical view. The former

consists of functional groups and Opcrations Applications (0 N's). The latter is an

implementation of the functional groups into network systems.

A.2.1 Functional
Functional groups arc created by Functional Entities (FE's). Together. -T'."s and OA's
form the operations functions of the architecture, defined as a set for each operattin.x
d.,main.

A.2.1.I Entities

Seven FE types are defined, viz.:

* Network Access (NA)

The entry point for functional iers - i.e. "an entity external to the
functional architecture that uses the functional architecture capabilities to
exchange information with other functional users". Here detected acc'ev
events (information type on the functional user and NA FTE interface) are
translated into uniform messages (information type between lE's).

* Service Switching tSS)

These a•e functions providing "generic call processing capabilities" used by
SL&C FE in the provision of AIN services. Using a model 1 "basic call
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processing for a two-party call", known as the Basic Call State Model
(BCSM). ie SS FE maintains a connection view of call connections created
by it. In this way. unifcrm messages from the SL&C FE -esult in
connections being controll-d by the SS FE. It responds to trigger
information originating from an NA FE or IM FE. The connection view and
state information is exported to SL&C FE.

1 Service Logic and Control (SL&C)

On invocation from SS FE. SLP's are executed by SL&C FE to perform
programmed activities such as call routing. Using data from MI FE. the
SL&C FE invoke as well as provide functional support for: Administrative
SLP (ASLP). Feature SLP (FSLP) and Operations SLP (OSLP).

SInformation Management (IM)

These functions guarantee information persistence through the manipulation
of permanent data objects defined by data templates.

* SeAvice Assistance (SA)

These functions control "abstractions of physical entities" (e.g. voice
synthesisers) known as functional resources, in order to exchange
information with functional users.

* Automatic Message Aczounting (AMA)

The AMA FE perform rt c.ord level correlation through the organisatioo 4f
data into single records which they also format and deliver to billing entities
in OS's. The desired format of records is determined by commands from the
SI,&C IFE. Data involved in the record level co-relation, formatting and
delivery art: sent to the IM FE for sto;age.

. Operationts tOP)

Tliee are real-time functiot.• associated with the hkcal ,,lperau ons: rinimwy
administration, surveillance. testing, traffic managemtent. awl ddta
collection. Furthermore. OA functioas ar also supported. such as: coutrol
(if alarms. status requests etc. via the OA; event detection and reporting
control vii other FE. and organisation of persistent data for the OA.

A,2.1.2 Relationships

firec types of relationships exist:

0 ('ontrol

Control relationships exists be*ween FE's.

* Ur Acxess

User access relationships exist between functional usrrs and the NA FF.

* Transport
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The transport relationship exists between two functional users, or between a
functional user and the SA FE.

A.2.1.3 Groups
The four functional groups defined in AIN are:

AIN Switch Capabilities (ASC)

Based on the NA, SS. IM. SA, and OP FE, the ASC enables an AIN
Switching System to identify calls associated with AIN services, detecting
whether conditions for service involvement are met, and where they are.
initiating a dialogue with the SLEE. In this way, the ASC requests and
responds to call processing instructions from the SLEE.

* Service Logic Executon Environment (ST-EE)

Based on the SL&C, IM. AMA. and OP FE, the SLEE appears in Service
Control Points (SCP's) where it performs operations that administer and
maintain services.

* Services Node Execution Environment (SNEE)

This is implementation specific and is not defined i AIN, though it may be
similar to the SLEE. In any case, SNEE appears in Service Nodes (SN's)
where i, operates similar to a SLEE. receiving messages from the ASC.
executing SLP's. and issuing messages to the ASC.

* Resource Control Execution Environment (RCEE)

Based on the SA. IM, and OP FE, the RCEE appears in the Intelligent
Peripheral JP) and SN.

A.2,1.4 Domains
OA functions are divided into several domains &..,L are responsible fer
various facets cf operations tasks in the network. Such functions are
implemented through an interaction between OA's and the operations
capabilities in functional groups. The OA domains are:

"• Service Negotiauoni And Management (SN&M)

"* Service Provisionung (SP)

"* Memory Administration (MA)

"* Network Surveillance (NS)

"• Network Scrvices Testing (NTI')

"* Network Traffic Management (NTM)

0 Network Data Collection (NIX')
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" Repair Service Answering, and Work and Force Administration
(RSA/WFA)

"* Billing

"* Planning and Enigineering (P&E)

A.2.2 Physical
The main components of the AIN physical architecture appear in the schematic
diagram reproduced here as figure 6. A brief description of these sub-systems (i.e.
NE's) appear below.
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0 AIN Switching Systems

Ai1 AIN Switching System is any switching system that contains ASC functionality.
As all otier AIN systems communicate with the Switching System it forms the hub of
the AIN architecture.

a SCP's (Service Control Points) and Adjuncts

An SCP is where the AIN services uaLaly reside. SC~s (or Adjuncts) cannot
communicate with one another; nor can SC~s communicate with Adjuncts. A single
AIN Switching System can connect to multiple SCP~s (via Signal Transfer Points)
and/or multiple Adjuncts. Similarly, multiple Adjuncts can connect to multiple AD.
Swit-.hing Systems. A SCP node. "serves a3 the communicaticn channel betweer. a
SLEE and all external entities, providing basic message handlhng functions fx Pill
incoming and outgoing messages related to services, operations, and billing". An
Adjunct is a "standalone network system" which has the same functionality xi~ aa SCP,
but communicating directly and at a far higher speed (i.e. 45 Mb/s) witi fte AIN
Switching Systemi.

* SN's (Service Nodes)

SN's~ ~ ~ ~ ~ ~~~4 coýtro MNnivcs cnr ihdc ces iweed,.d to eyý,ýauge inforrxt~io.1
w~ith cwvrs. A sti'lgl Air' ' ~'itc~ing SV11` CftY t, correi;tfx1 v.) mviI~ple SN's, arnd
vice ver'w. `S(P'., Akd~wwc~s, and 'S ;,, ýOe xxwrnt.1;.C*tt ýnIh" SNI ; mlj/ fo'. U,/

""' i-oCcuvO ., tt t

CIAAi' , e ̀x (-rPln~.
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information (i.e. trigger criteria) and (perhaps) information provided by the user (such as the

dialled number).

0 ASC to SLEE message passing

In response to a request for service, an ASC interacts with a SLEE in an SCP or Adjunct by

passing a message which takes the form of a logical representation ,f the call. The SLEE acts
on ,iis message by selecting a corresponding SLP, which is executed only to produce further call
processing instructions.

* SLET to ASC message passing

Messages from a SLEE to an ASC serve two purposes. In one case, a SLEE passes messages "on

behaf of the SLP" which subsequently cause the ASC to perfoim actions such as the routing of a
cali to a destination, or the sending of information to the user. The other case involves a request

foin an SLEE for an ASC to report on call events for a specific call.
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